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| $L_{3}$ | $\$ 100$ | $\$ 0$ | $\$ 100$ |
| $L_{4}$ | $\$ 0$ | $\$ 100$ | $\$ 100$ |
| Table: The Ellsberg Paradox |  |  |  |
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- Urn contains 90 balls of which 30 are red and the rest are either black or yellow
- Typical Ellsberg preferences: $L_{1} \succeq L_{2}$ and $L_{4} \succeq L_{3}$
- Violates Savage's SEU theory
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- $L_{1} \succeq L_{2}$ and $L_{4} \succeq L_{3}$ is inconsistent with both:
(1) Separability / Sure-thing (P2)
(2) Probabilistic sophistication (P5)
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- When the problem is correctly framed, CRA explains ambiguity aversion in a way that is consistent with SEU theory
- But what about consistency with the standard framing? Either:
(1) Theory is not partition-independent, or
(2) Consequences are not properly described
- It is the latter: chances matter too.
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- The 'trilemma': We must either abandon Savage, or abandon vN-M, or abandon Ellsberg.
- Formally, $\succsim$ cannot satisfy all of:
(1) The Savage axioms on $\mathcal{F}$
(2) The $v \mathrm{~N}-\mathrm{M}$ axioms on $\Pi$
(3) The Ellsberg pattern.
- Responses
(1) Conservatives reject 3 .
(2) Radicals reject 1 (Sure-Thing in particular).
(3) I reject 2. In particular Linearity:

$$
U(\text { Chance } x \text { of } G)=x \cdot U(G)
$$
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## Connections

- Halevy (Econometrica 2007): Ambiguity aversion associated with failure to reduce compound lotteries.
- Krahmer and Stone (Econ. Theory 2011)
(1) Agents anticipate regret when learning that they picked a lottery with poor chances.
(2) Asymmetry of regret and joy explained by different reference points
- KMM (Econometrica 2005)
(1) Formally, the model proposed here is akin to KMM
(2) But interpretation is quite different ...
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- KMM: For concave function $\Phi$

$$
V(f)=\sum_{i} \operatorname{Pr}\left(s_{i}\right) \cdot \Phi\left(E U\left(P_{i}\right)\right)
$$

- Bradley: For concave functions $\phi^{1}, \ldots, \phi^{n}$ :

$$
V(f)=\sum_{i} \operatorname{Pr}\left(s_{i}\right) \cdot \sum_{j} \phi^{j}\left(p_{i}^{j}\right)
$$

