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Abstract

The seminar will focus on the simultaneous linearizability
of d–actions (and the corresponding d-dimensional Lie
algebras) defined by commuting singular vector fields in
Cn fixing the origin with nontrivial Jordan blocks in the
linear parts.

One of the principal motivation comes from recent re-
sults of L. Stolovitch and N.T. Zung on simultaneous
reductions to normal forms of commuting vector fields.

We prove the analytic convergence of formal linearizing
transformations under an invariant condition (cone con-
dition) for the spectrum of d vector fields generating a
Lie algebra.

We show that the presence of simultaneous Diophantine
phenomena and nontrivial Jordan blocks leads, in con-
trast to the semi-simple case, of the existence of diver-
gent solutions of an overdetermined systems of linearized
homological equations even if the simultaneous Bruno
type condition (introduced by L. Stolovitch) holds.

The Gevrey character of the divergent solutions is inves-
tigated and the role of symmetries leading to convergent
normal forms.

Some geometrical aspects of the intersections of flows of
non-diagonalizable holomorphic vector fields with spheres
in Cn will be outlined.

The results are obtained in collaboration with M. Yoshino
(Hiroshima University), see

[YoGr2006] T. Gramchev and M. Yoshino, Simultaneous
reduction to normal forms of commuting singular vector
fields with linear parts having Jordan blocks, preprint,
Dipartimento di Matematica e Informatica, Università di
Cagliari, May 2006.
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3. The Bruno condition (A) revisited.

4. Cone condition, Poincaré morphism (L. Stolovitch)
and convergence.

5. Results for nonsolvability of a class of overdeter-
mined systems of linear homological equations.

6. Some examples of divergent solutions in the presence
of resonances.
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parts.
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1. The mathematical set-up of the problems

Let K be K = C or K = R, and B = ∞, B = ω or B = k
for some k > 0. Let Gn

B denotes a d–dimensional Lie
algebra of germs at 0 ∈ Kn of CB vector fields vanishing
at 0. Let ρ be a germ of singular infinitesimal Kd (d ≥ 2)
actions of class CB

ρ : Kd −→ Gn
B. (1)

We denote by ActB(Kd : Kn) the set of germs of singular
infinitesimal Kd actions of class CB in 0 ∈ Kn. By choos-
ing a basis e1, . . . , ed ∈ Kn, the infinitesimal action can
be identified with a d–tuple of germs at 0 of commuting
vector fields Xj = ρ(ej), j = 1, . . . , d (cf. F.Dumortier
and R. Roussarie [DuRo1980], L. Stolovitch [Sto2000],
[Sto2005], see also A. Katok and S. Katok [KaKa2000]
for actions on Tn).

We can define, in view of the commutativity relation, the
action

ρ̃ : Kd ×Kn −→ Kn, (2)
ρ̃(s; z) = X1

s1
◦ · · · ◦Xd

sd
(z)

= Xσ1

sσ1
◦ · · ·Xσd

sσd
(z), s = (s1, . . . , sd)(3)

for all permutations σ = (σ1, . . . , σd) of {1, . . . , d}, where

Xj
t denotes the flow of Xj. We denote by ρlin the lin-

ear action formed by the linear parts of the vector fields
defining ρ.

We shall investigate the necessary and sufficient condi-
tions for the linearization of ρ, namely, whether there
exists a CB diffeomorphism g preserving 0 such that g
conjugates ρ̃ and ρ̃lin

ρ̃(s; g(z)) = g(ρ̃lin(s, z)), (s, z) ∈ Kd ×Kn. (4)

We recall that in [DuRo1980], and [Sto2000], [Sto2005]
the linear parts were supposed to be diagonalizable, while



in the paper of T.N. Zung [Zung2002] the existence of
n − d anlalytic first integrals was required (see also M.
Abate [Ab2000], D. Delatte and T. Gramchev [DeLGr2002]
for nondiagonalizable holomorphic maps and T. Gram-
chev [Gr2003] for nondiagonalizable holomorphic vector
fields).

Following the arguments in [KaKa2000], we can choose
a positive integer m ≤ n such that Kn is decomposed
into a direct sum of m linear subspaces invariant under
all A` = ∇X`(0) (` = 1, . . . , d):

Kn = Is1 + · · ·+ Ism, dim Isj = sj, j = 1, . . . , m,

s1 + · · ·+ sm = n. (5)

The matrices A1, . . . , Ad can be simultaneously brought
in an upper triangular form, and we write again A` for
the matrices,

A` =


A`

1 0s1×s2 . . . 0s1×sm

0s2×s1 A`
2 . . . 0s2×sm

... ... ... ...
0sm×s1 0sm×s2 . . . A`

m

 , (6)

for ` = 1, . . . , d. If K = C, the matrix A`
j is given by

A`
j =


λ`

j A`
j,12 . . . A`

j,1sj

0 λ`
j . . . A`

j,2sj

... ... ... ...
0 0 . . . λ`

j

 , (7)

for ` = 1, . . . , d, j = 1, . . . , m, with λ`
j, A

`
j,νµ ∈ C.

On the other hand, if K = R, then we have, for every
1 ≤ j ≤ m two possibilities: firstly, all A`

j (` = 1, . . . , d)



are given by (7) with λ`
j ∈ R. Secondly, sj = 2s̃j is even

and A`
j is a s̃j × s̃j square block matrix given by

A`
j =


R2(λ`

j, µ
`
j) A12

`,j . . . A
1s̃j

`j

0 R2(λ`
j, µ

`
j) . . . A

2s̃j

`j
... ... ... ...
0 0 . . . R2(λ`

j, µ
`
j)

 ,(8)

for ` = 1, . . . , d, where

R2(λ, µ) :=

(
λ µ
−µ λ

)
, λ, µ ∈ R, (9)

and Ars
`j are appropriate real matrices.

Following the decomposition (7) (respectively, (8)) we
define λ̃j by

λ̃k = (λk
1, . . . , λ

k
m) ∈ Km, k = 1, . . . , d. (10)

Then we assume

λ̃1, · · · , λ̃d are linearly independent in Km. (11)

One can easily see that (11) is invariantly defined.

Broadly speaking, we dwell upon two issues:

Problem 1: What happens if we drop the diagonaliz-
ablity requirement on the linear parts of the vector fields.
Is the simultaneous Bruno condition sufficient in the Jor-
dan block case?

Problem 2. To propose examples of nonlinearizable
commuting vector fields which satisfy some but not all
of the hypotheses for simultaneous linearizability.



2. Motivations and previous results

Broadly speaking, the typical results for holomorphic normla
forms in the presence of small divisors are shown under
the hypotheses ”the linear part is diagonalizable”.

A part from the celebrated works of A. Bruno (the so
called (A) condition), few results are available on conver-
gent normal forms for nondiagonalizable normal forms.

2. The condition (A) of Bruno

The fundamental work of A. Bruno contains two cru-
cial hypotheses (conditions): the arithmetic-Diophantine
one, called (ω) condition, and a second restriction, called
(A) condition (which splits into (A1) or (A2) conditions.
In fact, the Jordan blocks are allowed, but in that case
the (A) condition means that there exist a line such that
there are no eigenvalues staying on different semi–planes
and the eigenvalues with nontrivial Jordan blocks are not
on the line (a condition in [DeLGr2002] for biholomo-
prphic maps is for the unit circle).



3. The cone condition

We introduce a cone condition. By (6) we define

~λj = t(λ1
j , · · · , λd

j) ∈ Kd, j = 1, . . . , m, (12)

and

Λm := { ~λ1, . . . , ~λm}. (13)

We define the cone Γ[Λm] by

Γ[Λm] =


m∑

j=1

tj ~λj ∈ Kd; tj ≥ 0, j = 1, . . . , m,

m∑
j=1

tj 6= 0

 .

(14)

Definition. We say that the Kd–action ρ satisfies a cone
condition if there exists a base Λm ⊂ Km such that Γ[Λm]
is a proper cone in Km, namely it does not contain a
straight real line. If the condition is not satisfied, then,
we say that the Kd action is in a Siegel domain.

Note that the definition is invariant under the choice of
the basis Λm.

Remark We can show that the above definition of the
cone condition is equivalent to that ρ is a Poincaré mor-
phism. (cf. Stolovitch, [?]).

Next, we introduce the notion of simultaneous resonances.
For α = (α1, . . . , αm) ∈ Km, β = (β1, . . . , βm) ∈ Km, we set
〈α, β〉 =

∑m
ν=1 ανβν. For a positive integer k we define

Zm
+(k) = {α ∈ Zm

+; |α| ≥ k}. Put

ωj(α) =
d∑

ν=1

|〈λ̃ν, α〉 − λν
j |, j = 1, . . . , m, (15)

ω(α) = min{ω1(α), . . . , ωm(α)}. (16)



Definition. We say that Λm is simultaneously non-resonant
(or, in short ρ is simultaneously non-resonant), if

ω(α) 6= 0, ∀α ∈ Zm
+(2). (17)

If (17) does not hold, then we say that Λm is simultane-
ously resonant.

Clearly, the simultaneously non-resonant condition (17)
is invariant under the change of the basis Λm.

We state the first main result.

Theorem (T.G & M. Yoshino, 2006) Let ρ be a Kd an-
alytic action which satisfies the cone condition. Then ρ
is conjugated to a polynomial action by a holomorphic
change of variables. In addition, if ρ is simultaneously
non-resonant then ρ is linearizable by a uniquely deter-
mined holomorphic change of the variables x → y of the
form x = u(y) = y + v(y), v(y) being at least quadratic.

Remark. In case ρ has a semi simple linear part, then
Theorem 1.4 is known. (cf. Theorem 2.1.4 of [Sto2000]).

Theorem 1.4′. Let ρ be a Kd action which satisfies a
cone condition. Then ρ is conjugated to a polynomial
action by a holomorphic change of variables.



We start by showing equivalent forms of the cone condi-
tion.

Proposition. The cone condition is equivalent to each
of the following conditions
i) there exist a positive constant C and an integer k0 such
that

d∑
k=1

|
m∑

j=1

λk
jαj| ≥ C1|α|, ∀α ∈ Zm

+(k0). (18)

ii) there exists a nonzero vector c = (c1, . . . , cd) ∈ Cd if
K = C (respectively, c = (c1, . . . , cd) ∈ Rd if K = R) such
that

c1λ̃
1 + · · ·+ cdλ̃

d is in a Poincaré domain, (19)

namely, the convex hull of the set {
∑d

j=1 cjλ
j
k; k = 1, . . . , m}

in C does not contain 0 ∈ C (respectively,

the real parts of c1λ
1
j + · · ·+ cdλ

d
j , j = 1, . . . , m, are positive.)

(20)

Proof. First we show (18). Suppose that (18) does not
hold. Then there exists a sequence α` ∈ Zm

+, ` ∈ N such

that |α`| → ∞ (` →∞) and

d∑
k=1

|
m∑

j=1

λk
jα

`
j| ≤

|α`|
`

, ` ∈ N. (21)

By taking a subsequence, if necessary, we may assume
that α`/|α`| → t0 = (t01, . . . , t

0
m) ∈ S1

`1

⋂
Rm

+ when ` → ∞,

where S1
`1 := {x ∈ Km; ‖x‖`1 =

∑m
j=1 |xj| = 1} stands for

the `1 unit sphere. By letting ` →∞ in (21) we get

d∑
k=1

|
m∑

j=1

λk
j t

0
j | = 0.



It follows that
∑m

j=1 t0j
~λj = 0. Let J ⊂ {1, . . . , m} be such

that
∑

j∈J t0j
~λj 6= 0. Such a set J exists by (11). It follows

that

0 6=
∑
j∈J

t0j
~λj = −

∑
j∈{1,...,m}\J

t0j
~λj.

Hence Γ[Λm] contains a straight line generated by
∑

j∈J t0j
~λj 6=

0. This contradicts the assumption that Γ[Λm] is a proper
cone.

Conversely, suppose that (18) is satisfied. We shall show
that Γ[Λm] is proper. Indeed, if otherwise, we can find
t0 = (t01, . . . , t

0
m) ∈ S1

`1

⋂
Rm

+ \ 0 such that

m∑
j=1

t0j λk
j = 0, k = 1, . . . , d. (22)

Because the set {α/|α|;α ∈ Zm
+(2)} is dense in S1

`1

⋂
Rm

+,

there exists a sequence α` ∈ Zm
+, ` ∈ N such that |α`| → ∞

(` → ∞) and lim`→∞ α`/|α`| = t0 . Therefore, in view of
(22), we get

lim
`→∞

 1

|α`|

d∑
k=1

|
m∑

j=1

λk
jα

`
j|

 = 0,

which contradicts (18)

Next, we show ii). Suppose that Γ[Λm] be a proper
cone in Kd. Then we can find c = (c1, . . . , cd) ∈ Cd such
that Γ[Λm] is contained in the real half–space Pc := {z ∈
Kd, <(

∑d
k=1 ckzk) > 0}. Therefore

0 < <(
d∑

k=1

ck

m∑
j=1

tjλ
k
j) =

m∑
j=1

tj<(
d∑

k=1

ckλ
k
j) (23)



for all t ∈ Rm
+ \ 0, which yields <(

∑d
k=1 ckλ

k
j) > 0 for

j = 1, . . . , m. We note that, if K = R, then the use of the
real part in the definition of the half–space is superfluous.
Finally, we readily see, from (19) that, if K = C (respec-
tively, (20) if K = R), then the cone Γ[Λm] is contained
in Pc. Hence Γ[Λm] is proper. The proof is complete.

Next, we give the proof of Theorem 1.4. Fist we deal
with the last part of the theorem. The assertion for
simultaneously non-resonant actions satisfying the cone
condition follows from

Proposition. Let the action ρ satisfy the cone condition.
Then we can find a vector field in the corresponding
Lie algebra which is non-resonant and is in the Poincaré
domain.

Proof. By ii) of Proposition 2.1 we can find a Poincaré
vector field in the Lie algebra as a linear combination of
a base corresponding to (19).

Let cν be the number in (19), and define λ̃0 := (λ0
1, . . . , λ

0
m) =∑d

ν=1 cνλ̃ν.

Consider

〈λ̃0, α〉 − λ0
j =

d∑
ν=1

cν

(
〈λ̃ν, α〉 − λν

j

)
.

Because
∑d

ν=1 |〈λ̃ν, α〉 − λν
j | 6= 0 for ∀α ∈ Zm

+(2) by the
simultaneous non-resonant condition it follows that the
set 〈λ̃0, α〉−λ0

j = 0 in c = (c1, . . . , cd) ∈ Cd is a hyperplane.
It follows that the set

{c = (c1, . . . , cd) ∈ Cd; 〈λ̃0, α〉−λ0
j = 0, ∃j,1 ≤ j ≤ m, ∃α ∈ Zm

+(2)}



is a countable union of nowhere dense closed set. There-
fore we can find c = (c1, . . . , cd) for which

∑d
ν=1 cνλ̃ν sat-

isfies a non-resonant condition and the cone condition.
This proves Proposition 2.2.

Next, we show the assertion in the presence of simul-
taneous resonances. By Lemma 3.1 of L. Stolovitch
[Sto2005] (applied to the semisimple linear parts of the
action ρ) there exists a linear vector field s0 = J1(ρ(e0))
in the linear span of the image of the 1-jet of ρ such
that s0 is in the Poincare domain and has the same res-
onances as the 1-jet of ρ. By lemma 3.2 of the same
article, if ρ(e0) is normalized, then so is ρ. We note that
the presence of nontrivial Jordan blocks may cancel some
resonant monomials due to the commuting properties.

Next, we propose a geometric expression of the cone
condition

Definition Let r > 0 and g be a Riemannian metric on
Rn. We denote by 〈·, ·〉g and ‖ · ‖g the inner product and
the norm with respect to g, respectively. We say that
Xν :=

∑n
j=1 Xν

j (x)∂xj
(ν = 1, . . . , d) are simultaneously

transversal to the sphere ‖x‖g = r if, the vectors Xν :=
(Xν

1, . . . , Xν
n) (ν = 1, . . . , d) satisfy

d∑
ν=1

|〈Xν, x〉g| 6= 0, ∀x, ‖x‖g = r. (24)

Theorem Let r > 0. Suppose that Bν :=
∑n

j=1(xAν)j∂xj

(ν = 1, . . . , d) be a commuting system of semi-simple lin-
ear real vector fields in Rn. We choose a real nonsingular
matrix P such that Λν = P−1AνP is a block diagonal
matrix given by

Λν = diag {R2(ξ
ν
1, ην

1), . . . , R2(ξ
ν
n1

, ην
n1
), λν

n1+1, . . . , λ
ν
n}



for some integer n1 ≤ n. Let g be a Riemannian metric
defined by P tP . Then the following conditions are equiv-
alent.
(a) Bν (ν = 1, . . . , d) are simultaneously transversal to
the sphere ‖x‖g = r.
(b) Bν (ν = 1, . . . , d) satisfy a cone condition.
(c) There exist real numbers cν (ν = 1, . . . , d) such that∑d

ν=1 cνBν is transversal to the sphere ‖x‖g = r.

Proof. We note that 〈x, y〉g = 〈Px, Py〉 and ‖x‖g = ‖Px‖.
By inserting the relation Aν = PΛνP−1 into (24) we can
easily see that the simultaneous transversality condition
is equivalent to

d∑
ν=1

|〈yΛν, y〉| 6= 0, ∀y = (y1, . . . , yn), ‖y‖ = 1. (25)

We can write

d∑
ν=1

|
n1∑

j=1

ξν
j (y

2
2j−1 + y2

2j)+
n∑

j=n1+1

y2
j λν

j | 6= 0, ∀y, ‖y‖ = 1.

(26)
We define t = (t1, . . . , tn), t ∈ Rn

+, |t| = 1 by tj = (y2
2j−1 +

y2
2j)/2 if j ≤ n1 and tj = y2

j if j > 2n. Noting that

ξnuj(y2
2j−1+y2

2j) = 2tjξν
j = tj(ξν

j +iην
j +ξν

j −iην
j ) we see that

(26) is written in
∑d

ν=1 |
∑n

j=1 tjλν
j | 6= 0 for every t ∈ Rn

+

and |t| = 1. This is equivalent to the cone condition by
definition. Hence we have proved the equivalence of (a)
and (b).

The condition (b) is equivalent to the existence of real
numbers cν (ν = 1, . . . , d) such that

∑d
ν=1 cνBν is a Poincaré

vector field. By what we have proved in the above (d = 1)
this is equivalent to say that

∑d
ν=1 cνBν is transversal to

the sphere ‖x‖g = r. Hence we have proved the theorem.



Example. Let ρ be a R2 action in Rn, n ≥ 4 with m = 3.
We choose a basis Λ2 of R3 such that

Λ2 =
{

t(1,1, ν), t(0,1, µ)
}

, ν, µ ∈ R. (27)

(cf. D. Dickinson, T. Gramchev and M. Yoshino [DGY2002]
for similar and more general reductions of commuting
vector fields on the torus).

We will characterize the set of (ν, µ) ∈ R2 satisfying the
cone condition, and determine the simultaneous reso-
nances. By (14), Γ[Λ2] is generated by the set of vectors
{(1,0), (1,1), (ν, µ)}. Hence the cone condition holds if
and only if these vectors generate a proper cone, namely
(ν, µ) is not in the set {(ν, µ) ∈ R2; ν ≤ µ ≤ 0}. We
note that the interesting case is µ < ν ≤ 0, where every
generator in (13) is in a Siegel domain.

We will show that if a cone condition is violated, i.e.,
ν < µ < 0, then there exist (ν, µ) with the density of con-
tinuum such that the linearized overdetermined system
of two homological equations has a divergent solution.



Next, we determine (ν, µ) so that a simultaneous reso-
nance exists. If η = (η1, η2, η3) ∈ Z3

+(2) is a simultaneous
resonance, we have the following set of equations:

(1) η1 + η2 + νη3 = 1, η2 + µη3 = 0,

(2) η1 + η2 + νη3 = 1, η2 + µη3 = 1,

(3) η1 + η2 + νη3 = ν, η2 + µη3 = µ.

By elementary computations, in order that one of these
equations has a solution η the (ν, µ) satisfies the follow-
ing:

a) Case ν ≤ µ ≤ 0. The resonance exists iff (ν, µ) ∈ Q−×
Q−, where Q− is the set of nonpositive rational numbers.
The resonance is given by (1+(µ−ν)k,−µk, k) and ((µ−
ν)k,1 − kµ, k) where k ≥ 1/(1 − ν), k ∈ Z+, and ((ν −
µ)(1− k), µ(1− k), k), where k ≥ (2− ν)(1− ν), k ∈ Z+.

b) Case ν > µ and µ ≤ 0. The resonance is given by
(0,−µ/(ν −µ),1/(ν −µ)), where −µ/(ν −µ) ∈ Z+, 1/(ν −
µ) ∈ Z+ and 2ν − µ ≤ 1.

c) Case µ > 0, ν ≤ µ. The resonance is given by (0,0,1/ν),
when ν = µ, ν ≤ 1/2, ν−1 ∈ Z+, (0, ν,0), when ν = µ ≥ 2,
ν ∈ Z+, ((µ−ν)/µ,0,1/µ), if otherwise, where (µ−ν)/µ ∈
Z+, 1/µ ∈ Z+ and ν + µ ≤ 1.

d) Case ν > µ ≥ 0. The resonance is given by (ν−µ, µ,0),
where ν − µ ∈ Z+, µ ∈ Z+ and ν ≥ 2.

Let now ν be a negative rational number, ν = −k1/k2,
k1, k2 ∈ Z+, k2 6= 0. Let µ be a rational number and
satisfy µ < ν. Assume that the nonlinear part of X2 is
zero. If the nonlinear part of X1 consists of the resonant
terms of X2, then we have [X1, X2] = 0. We can easily
see that the linearizability of X1 holds provided µ 6= ν −
1/k2 = −(k1 + 1)/k2.



5. Nonsolvability of overdetermined systems of LHE)

We now study the action ρlin which is in a Siegel domain
and admits a Jordan block. We assume that the action is
formally (simultaneously) linearizable and does not sat-
isfy the cone condition and that the family of linear parts
is Diophantine. We shall show that the unique formal
solution of a linearized homological equation diverges.

Let Cn
2{x} be the set of n vector functions of convergent

power series of x without constant and linear terms. We
examine the system of the linearized homology equation

LAv = t(L1v, . . . , Ldv) = f, f := t(f1, . . . , fd) ∈ (Cn
2{x})d,

(28)
where Lj is a Lie bracket,

Ljv = [Ajx, v] = 〈Ajx, ∂x〉v −Ajv, j = 1, . . . , d,

under the compatibility conditions

Ljfk = Lkfj, j, k = 1, . . . , d. (29)

First we consider a 2-C action studied in the example
in the previous section. We assume that there exists a
vector field in the two-dimensional Lie algebra which is
not semisimple. We can choose a base X1, X2 with linear
parts Aj ∈ GL(4;C) satisfying spec (A1) = {1,1, ν, ν} and
spec (A2) = {0,1, µ, µ}, respectively, where ν ≤ µ ≤ 0,
(ν, µ) 6∈ Q×Q, and

A1 =

 1 0 0 0
0 1 0 0
0 0 ν ε
0 0 0 ν

 , A2 =

 0 0 0 0
0 1 0 0
0 0 µ ε0ε
0 0 0 µ

 ,

(30)
where ε 6= 0 and ε0 ∈ C. We can make |ε| > 0 arbitrarily
small by an appropriate linear change of variables.



Let σ ≥ 1. We say that a formal power series f(x) =∑
α fαxα is in a Gevrey space Gσ

2(C4) if fα = 0 for |α| ≤ 1
and, there exist C > 0 and R > 0 such that

|fα| ≤ CR|α||α|!σ−1, ∀α ∈ Z4
+.

We consider the following equation

LAv := t(L1v, L2v) = f, f = t(f1, f2) ∈ (C4
2{x})2, x ∈ C4,

(31)
where t(f1, f2) satisfies the compatibility condition L1f2 =
L2f1. Then we have

Theorem Assume that ε0 6= 0 is a real number. Then,
if (ν, µ) ∈ Q × Q and ν < µ ≤ 0, then there exists f =
t(f1, f2) ∈ (C4

2{x})2 such that L1f2 = L2f1 and the equa-
tion (3.6) has a formal power series solution v 6∈

⋃
1≤σ<5/2 Gσ

2(C4).

For more details, see the paper [YoGr2006]



7. Intersections with spheres.

Before addressing the transversality issue in the pres-
ence of Jordan blocks we consider examples of non-
diagonalizable linear complex flows.

First, let

L0 = (w1 + εw2)∂w1 + w2∂w2, w ∈ C2.

It corresponds to the linear complex action defined by
the matrix (

1 ε
0 1

)
, ε ∈ C.

Straightforward calculations imply that L0 is transversal
to S3 iff |ε| � 1.

Secondly, let

N0 = εw2∂w1

. It corresponds to the linear complex action defined by
the matrix (

0 ε
0 0

)
, ε ∈ C.

Straightforward calculations imply that N0 is not transver-
sal to S3, the set of tangency is (topologically) S1 while
each transversal intersection produces a cycle.

Next, we consider a linear holomorphic flow Az which is
in the Poincaré domain. Assume that it admits exactly
m Jordan blocks, 1 ≤ m ≤ n with eigenvalues

λk = αk + iβk, k = 1, . . . , m.



Proposition. Let the nilpotent part of A satisfy a small-
ness condition. Then F [A] intersects S2n−1(r) transver-
sally. Then if if

αkβj − αjβk 6= 0 for all j, k = 1, . . . , m, k 6= j, (32)

then X admits exactly m periodic orbits.

Let now z 6∈ I2nj

eig . Then the curve `[z] defined by F (s, t; z) =
could be parameterized by the implicit function theorem
by s = θ(t) = θ(t, z) and

`[z] : Z(t) = Γ(θ(t), t; z), t ∈ R, (33)

is not periodic and satisfies the following properties

lim
t→+∞

dist (Z(t), O[`[k(z)]) = 0 (34)

lim
t→−∞

dist (Z(t), O[`[k(z)]) = 0 (35)

where k(z) (respectively k(z)) stands for the largest (re-
spectively) smallest integer k ∈ {1, . . . , m} such that zk 6=
0. Here O[`k] = {Zk

per(t) : t ∈ R} stands for the orbit of
the periodic curve `k.

Next, if the condition is not satisfied, then X has infinitely
many periodic orbits.

Finally, F [A]
⋂

S2n−1(r) defines a Hopf type foliation, i.e.,
every orbit of X is periodic, provided the vectors (αj, βj),
j = 1, . . . , m, lie on a half–line containing the origin, i.e.,

ξ1

α1
= . . . =

ξm

αm
=: τ ; (36)

for every k ∈ {1, . . . , m}.

8. Concluding remarks

Research in progress: on divergence solutions in the pres-
ence of higher order resonances, convergent simultaneous
normal forms in Siegel domains.



The issue of holomorphic solutions for analogues of the

harmonic oscillator (might be viewed in the realm of in-

finite dimensional systems.


